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INTRODUCTION: 
The digital era's abundance of health information poses great opportunities for health literacy gains by patients, but also 
represents challenges such as misinformation. Artificial intelligence (AI)-driven chatbots such as Chat Generative Pre-
trained Transformer 3 (ChatGPT3) from OpenAI, blur the human-AI content creation boundary, influencing healthcare 
literacy. This study aimed to assess perceived message credibility by patients when comparing healthcare descriptions by 
ChatGPT3 with orthopaedic attendings. This was assessed across four levels of increasing complexity. We hypothesized 
that patients would be able to differentiate ChatGPT3 response from an expert clinician as the complexity of topic 
described increased.    
METHODS: We conducted a prospective survey of 160 respondents from October 2023 to March 2024. The study 
assessed hip arthroplasty topics across four difficulty levels: medical student, intern, resident, and fellow/attending (see 
Appendix A). Demographics and news preferences were collected. Each patient was randomly assigned one of the four 
questions and asked to compare four answers: one from ChatGPT and three from expert orthopedic clinicians. Patients 
rated each answer (1-7) on credibility (accuracy, authenticity, believability) and indicated their most trusted answer. 
Multilevel modeling, incorporating varying intercepts for patient-level observations, surgeon interactions, and credibility 
domains, was used to provide estimated scores for each surgeon and ChatGPT. 
RESULTS: 
The credibility scores by question are displayed in Table 1. For Question #1, ChatGPT and surgeons performed similarly 
in accuracy and authenticity, while ChatGPT showed better believability than Surgeon B (6.0 vs. 5.4, P = 0.035) and 
Surgeon C (6.0 vs. 5.1, P = 0.003), with scores comparable to Surgeon A. Question #2 demonstrated significant 
differences across all three credibility domains, with ChatGPT outperforming Surgeons A and C in accuracy (5.9 vs. 5.3, P 
= 0.024; 5.9 vs. 4.2, P < 0.001) and authenticity (5.8 vs. 4.9, P = 0.006; 5.8 vs. 3.5, P < 0.001) but showing similar 
believability scores. In Question #3, ChatGPT scored higher than Surgeon C in accuracy (6.0 vs. 4.5, P < 0.001) and in 
authenticity compared to Surgeon B (5.9 vs. 5.0, P = 0.007) and Surgeon C (5.9 vs. 4.3, P < 0.001). In believability, 
ChatGPT outperformed all three surgeons (Surgeon A: 6.2 vs. 5.5, P = 0.016; Surgeon B: 6.2 vs. 5.0, P < 0.001; Surgeon 
C: 6.2 vs. 4.5, P < 0.001). Regarding Question #4, ChatGPT's performance was similar across all credibility domains 
compared to the three surgeons. Multilevel modeling revealed ChatGPT scored the highest across all three credibility 
domains (Figure 1). Notably, ChatGPT’s answer was the was the most trusted response by patients in two out of the four 
questions (Question #1 and #3). Sub analysis stratifying credibility scores by sex, education level, and news input 
revealed no difference. 
DISCUSSION AND CONCLUSION: The study suggests that patients perceive ChatGPT as highly credible, particularly in 
terms of accuracy, authenticity, and believability compared to expert orthopedic clinicians. These findings underscore the 
potential of AI-driven chatbots of improving healthcare literacy and patient decision-making. However, further research is 
warranted to explore the nuances of patient trust and preferences in AI-generated healthcare content.

 

 

 

 


