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INTRODUCTION: Large language models (LLMs) are a form of generative artificial intelligence (AI) which have been 
rapidly popularized in recent years. These models are trained to understand and generate text in a way that is 
astoundingly similar to true human writing. In addition, LLMs can often demonstrate apparent knowledge of a topic 
through producing conceptually accurate information. The capability of AI to assist in increasing the efficiency of 
healthcare delivery is an area of major interest. One application of LLMs could be in the space of healthcare 
documentation, such as operative reports. The purpose of this paper is to investigate the level of similarity between AI 
generated operative reports and operative reports written by a fellowship-trained spine surgeon.  We aim to assess 
whether or not participants are able to identify and distinguish operative reports that are generated from AI versus human 
input.  Secondarily, we are interested in identifying qualities associated with AI-generated operative reports and 
understanding the level of surgeon interest in their utility.   
METHODS: Operative reports for two common spine surgeries were generated on the popular LLM, Chat GPT-3 from 
OpenAI. The LLM was prompted to “write an operative report for” anterior cervical discectomy and fusion (ACDF) and 
lumbar microdiscectomy. A fellowship-trained spine surgeon then wrote operative reports for the same procedures. After 
obtaining informed consent, attending surgeons, fellows, and residents in orthopaedic surgery or neurosurgery were 
challenged to determine if a single randomized note was written by AI or a human, and differentiate between an AI-
generated operative report and a human operative report. Finally, participants indicated their level of certainty and 
identified qualities of the operative reports. All data was obtained using REDCap software and analyzed using Microsoft 
Excel. Chi-squared tests of independence were conducted using R Software. The primary outcomes of interest were the 
ability of surgeons to 1) correctly identify a single random operative note as being AI-generated versus human-written, 
and 2) be able to distinguish an AI-generated operative note from a human-written note. Secondary outcomes were to 
evaluate surgeons’ level of certainty in their decision, to determine qualitative impressions of AI-generated operative 
notes, and to survey surgeon interest in AI technology for operative notes in the future. Qualitative impressions of interest 
included writing style, operative note components/structure, level of detail, inclusion of key procedural steps, and accuracy 
to real-world practice. Surgeons were asked if they thought AI could be implemented to assist with operative notes in the 
future and if they would personally be interested in using it. 
RESULTS: A total of 52 respondents participated. All were orthopaedic surgeons or neurosurgeons. Overall, 69.2% of 
participants were able to identify an AI-generated operative report correctly for ACDF (P=0.050), and 61.5% for lumbar 
microdiscectomy (P=0.239). When comparing side-by-side, the rates of correct identification were 79.2% for ACDF 
(P=0.004) and 60% for lumbar microdiscectomy (P=0.317). Differentiation accuracy improved with level of training, from 
55.6% at the resident level to 100% at the attending spine surgeon level. Most thought that AI had a human-like writing 
(86.3%), adequate detail (68.6%), key steps (78.4%), and accurate procedure description (68.6%). Finally, most (76.6%) 
thought AI could be implemented to assist with operative reports, and 87.5% would be interested in using AI for their 
reports. 
DISCUSSION AND CONCLUSION: The ability to distinguish AI-generated operative reports depends on level of training. 
Overall, they possess many similarities with human-written notes and there is interest among spine surgeons in using AI 
in the future for procedure documentation. In fields like healthcare and scientific research, where the results of AI-
generated information can directly impact the lives of patients, extreme caution should be taken in the utilization of such 
technology.  As such, it is critical that clinicians are able to distinguish human-generated information from information 
which is produced via AI.  This is becoming increasingly difficult as programs like ChatGPT continue to train within the 
world of medicine and only improve with time. This study highlights the importance of awareness to AI generated text in 
healthcare and indicates that caution should be taken particularly during the early stages of a physician’s career when 
they are more likely to mistake AI writing for that of humans.  



  

 
 

 


