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INTRODUCTION: An important application of large language models (LLMs) consists of the feasibility for providing 
evidenced-based guidelines for medical providers, as this may help guide patient management including injury triage and 
necessity of referral to musculoskeletal specialists, and therefore have implications for deployment within healthcare 
settings. The purpose of this study was to determine whether several leading, commercially-available LLMs provide 
treatment recommendations concordant with evidenced-based clinical practice guidelines (CPGs) developed by the 
American Academy of Orthopedic Surgeons (AAOS). 
METHODS: All evidence-based CPGs concerning the management of rotator cuff tears (n=33) and anterior cruciate 
ligament (ACL) injuries (n=15) were extracted from the AAOS (Table 1). Utilizing a structured framework for query 
development, information from each AAOS guideline was transformed into a question-based format to prompt each LLM 
to provide a recommendation concerning the topic. Subsequently, treatment recommendations from four contemporary 
LLMs (Chat-generative pretrained transformer version-4 [ChatGPT-4; OpenAI], Gemini (Google), Mistral-7B (Mistral AI), 
and Claude-3 (Anthropic) were obtained. Each question was systematically queried three times utilizing each LLM, and 
additional follow-up dialogue was not permitted after the initial query. After the three prompts, responses were categorized 
into a single unique recommendation for analysis by two blinded physicians based on majority vote (576 total responses 
were therefore combined into 192 unique recommendations for analysis) as being “concordant,” “discordant,” or 
“indeterminate” (i.e., neutral response without definitive recommendation) with respect to AAOS CPGs. Prior to each new 
query, the previous dialogue was deleted and history cleared in order to avoid the propagation of bias from stored 
memory stored. The overall concordance between LLM and AAOS recommendations were quantified, while the 
comparative overall concordance of recommendations amongst the four LLMs was evaluated through the Fischer’s-exact 
test. Inter-rater reliability of response concordance was assessed utilizing Cohen’s Kappa coefficient. 
RESULTS: 
A total of 192 responses were elicited. Overall, 135 (70.3%) responses were concordant, 43 (22.4%) were indeterminate, 
and 14 (7.3%) were discordant (Table 2). Inter-rater reliability for classification of concordance was deemed as excellent 
(Kappa=0.92). Concordance with AAOS CPGs was most frequently observed with ChatGPT-4 (n=38, 79.2%), and least 
frequently with Mistral-7B (n=28,58.3%). Indeterminate recommendations were most frequently observed with Mistral-7B 
(n=17,35.4%) and least frequently with Claude-3 (n=8, 6.7%). Discordant recommendations were most frequently 
observed with Gemini (n=6,12.5%) and least frequently with ChatGPT-4 (n=1,2.1%). Overall, no statistically significant 
differences in concordant recommendations was observed across LLMs (p=0.12; Figure 1). Only 20 (10.4%) of all 
recommendations were transparent and provided references with full bibliographic details or links to specific peer-
reviewed content to support recommendations (Figure 2) ChatGPT-4 was the most transparent LLM evaluated, providing 
11 (22.9%) responses with complete and transparent citations. Mistral-7B was the least transparent LLM, with 45 (93.4%) 
of responses not providing any reference or source to support the recommendation. 
DISCUSSION AND CONCLUSION: More than one-in-four recommendations provided by leading commercially-available 
LLMs concerning the evaluation and management of rotator cuff and ACL injuries are not concordant with current 
evidenced-based CPGs. Although ChatGPT-4 demonstrated the highest performance, clinically significant rates of 
recommendations without concordance or supporting evidence exist across all the evaluated LLMs. Only 10% of 
responses by LLMs were transparent and provided complete, evidence-based resources, precluding users from fully 
understanding and interpreting the sources from which recommendations were provided. Future academic research 
should include analyses of multiple LLMs beyond ChatGPT given that performance may vary; in the interim, while all 
leading LLMs generally provide recommendations concordant with CPGs, the substantial proportion of recommendations 
that do not align with these guidelines suggest that LLMs are not adequate clinical support tools.



 

 

  

 


